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ABSTRACT

Northern Hemisphere stratospheric polar vortex strength variability is known to be largely driven by

persistent anomalies in upwardwave activity flux. It has also been shown that attenuation and amplification of

the stationary wave is the primary way in which wave activity flux varies. This study determines the structure

of the wave anomalies that interfere with the climatological wave and drive this variability. Using a recently

developed spectral decomposition it is shown that fixed-node standing waves are the primary drivers of the

‘‘linear interference’’ phenomenon. This is particularly true for the low-frequency component of the upward

wave activity flux. The linear part of the flux is shown to be more persistent than the total flux and has

significant tropospheric standing wave precursors that lead changes in the strength of the stratospheric polar

vortex. Evidence is presented that current-generation high-top climate models are able to credibly simulate

this variability in wave activity fluxes and the connection to polar vortex strength. Finally, the precursors to

displacement and split sudden stratospheric warmings are examined. Displacement events are found to be

preceded by about 25 days of anomalously high upwardwave activity flux forced by standingwaves amplifying

the climatology. Split events have more short-lived wave activity flux precursors, which are dominated by the

nonlinear part of the flux.

1. Introduction

The predictability of extreme stratospheric polar

vortex events in the Northern Hemisphere winter is a

topic of current research (Tripathi et al. 2015) due to

their significant impact on tropospheric weather on the

time scales of weeks tomonths (Baldwin andDunkerton

2001; Thompson et al. 2002; Sigmond et al. 2013).

Weakening and strengthening of the polar vortex are

known to be preceded by, respectively, persistent posi-

tive and negative anomalies of upward wave activity flux

in the lower stratosphere (Newman et al. 2001; Polvani

and Waugh 2004). A number of studies have empha-

sized the sensitivity of mean-flow variability in the

stratosphere to the time scale of wave activity pulses

(Harnik 2009; Sjoberg and Birner 2012, 2014). In par-

ticular, Harnik (2009) showed that shorter pulses of

upward wave activity resulted in wave reflection in the

upper stratosphere and no long-lasting deceleration of

the polar vortex, whereas longer pulses forced a sudden

stratospheric warming (SSW)-like response, with a

downward propagation of zonal mean wind anomalies

through the stratosphere. Sjoberg and Birner (2012,

2014) explored the importance of the duration of wave

activity pulses in driving weakening in the strength of

the polar vortex. They showed both in reanalysis and

through simple modeling experiments that the strato-

sphere is especially responsive to positive anomalies of

wave activity flux lasting 10 to 20 days. This suggests that

understanding the mechanisms that tend to drive pulses

of this longer time scale is essential for improving the

prediction of SSWs.

The ‘‘linear interference’’ framework is a useful way

to understand the variability of upward wave activity

flux and the driving of polar vortex events (Nishii et al.

2009; Garfinkel et al. 2010; Smith and Kushner 2012).

This method separates flux anomalies—we will focus on

meridional eddy heat flux as a proxy for upward wave

activity—into a contribution that is due to the in-

terference of wave anomalies with the background cli-

matological wave (we call this the LIN term) and

another term that is solely due to interactions of the

wave anomaly with itself (we call this the NONLIN
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term). The motivation for this decomposition comes

from the fact that, as shown in Fig. 1, periods of anom-

alously large and small upward wave activity flux cor-

respond to wave anomalies being in and out of phase

with the climatological wave.1 This suggests that the

relative phasing of wave anomalies and the background

climatology, which is quantified by the LIN term, is an

important determiner of the heat flux anomaly. Smith

and Kushner (2012) examined the characteristics of the

LIN and NONLIN terms, and their relative roles in

initiating stratosphere–troposphere interactions. Their

primary conclusions were that the LIN term explains the

largest portion of the interannual variability of anoma-

lous heat flux in both hemispheres’ winters, and that the

LIN term is driven by low-frequency, planetary-scale

(wavenumbers 1 and 2, primarily) waves. Furthermore,

the LIN term was shown to be more persistent than ei-

ther the total heat flux anomaly or the NONLIN term,

and this was attributed to the apparent extreme long

persistence of the phase of wave-1 anomalies.

A key question of interest to us is whether the LIN

term is primarily driven by standing waves with fixed

nodes and varying amplitude or traveling waves moving

in and out of phase with the climatology. This question is

not a new one. For example, the introduction of Holton

and Mass (1976) states ‘‘The winter seasonal mean cir-

culation of the Northern Hemisphere consists primarily

of planetary waves of zonal wavenumbers 1 and 2 su-

perposed on a zonal westerly vortex. The planetary

waves are quasi-stationary in phase but tend to fluctuate

in amplitude.’’ Continuing, the authors also reference

weaker wave–mean flow oscillations that ‘‘can, to a large

extent, be accounted for by the presence of traveling

wave modes which alternately constructively and de-

structively interfere with the quasi-stationary waves.’’

Clear examples of both behaviors can be seen in nature

(see Fig. 1 of Watt-Meyer and Kushner 2015, hereafter

WK15). However, to our knowledge, a quantitative

decomposition of the variability of the upward wave

activity flux into standing and traveling components in

reanalysis data has not been made. This study makes

such a decomposition by using a statistical technique

that was developed by WK15 in order to decompose

general wave variability into standing and traveling

components. This method is an improvement on classi-

cal techniques (Hayashi 1971, 1977, 1979; Pratt 1976)

because it properly accounts for the covariance between

the standing and traveling waves, and because it easily

allows for the reconstruction of the real-space signals.

WK15 applied the decomposition to Northern Hemi-

sphere planetary waves and showed that standing waves

explain the largest portion of geopotential height vari-

ance at low frequencies and planetary wavenumbers. An

exception is for wave 1 in the high-latitude troposphere,

where there is a strong westward traveling wave. Fur-

thermore, WK15 showed that the standing waves have

preferred longitudes for their crests and troughs, and

that at most levels and latitudes these tend to align with

the extremes of the climatological wave. This suggests

that these standing waves should be efficient drivers of

the LIN term.

Our current study makes a quantitative decom-

position of the LIN term into contributions from

standing and traveling waves. We show that on time

FIG. 1. Shading: NDJFMZc* at 608N, in units of m. Contours:Z*0

at 608N, composited over days of anomalously (top) high and

(bottom) low heat flux at 608N and 100 hPa. The particular days

selected for compositing are the period of most extreme 10-day

averaged heat flux anomaly over eachNDJFM season. The contour

line intervals for Z*0 are 40m with dashed lines negative and solid

lines zero or positive.

1 Figure 1 composites geopotential over strong (anomalously

positive with respect to the climatology) and weak (anomalously

negative) heat flux events. Note that during the anomalously neg-

ative events the total heat flux is still weakly positive.

Fig(s). 1 live 4/C
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scales greater than about 15 days, that is, on the time

scales most important for the driving of polar vortex

strength by upward wave activity flux, standing waves

explain the majority of the variance of the LIN term.

Furthermore, we show that because the standing waves

are dominated by low frequencies (WK15) they are thus

more persistent than the other components of the heat

flux. We explore the implications of this for the pre-

dictability of extreme stratospheric polar vortex events.

We show that polar vortex strength anomalies are pre-

ceded by persistent LIN heat fluxes in the troposphere

and stratosphere that are primarily driven by standing

waves. It is verified that climate models, particularly

those with sufficient resolution of the stratosphere, are

capable of capturing this connection between different

components of the wave driving and polar vortex

strength changes. Finally, we show that displacement

sudden stratospheric warmings are primarily driven by

standing waves forcing LIN heat flux, while split SSWs

have shorter-lived heat flux precursors.

2. Data and methods

a. Data and notation

We use 1979–2013 daily-mean geopotential height,

meridional wind, and temperature data from the ERA-

Interim reanalysis (Dee et al. 2011). The data are on a

1.58 3 1.58 latitude/longitude grid, with 37 vertical levels

from 1000 to 1hPa. Daily climatologies are computed as

an average over all 35 years of the dataset for each day of

the year and are denoted as Ac for some arbitrary vari-

able A. Anomalies from the climatology are written as

A0 5A2Ac. Zonal means are written as fAg and de-

viations therefrom asA*5A2 fAg. Note that unlike in

WK15, we do not linearly detrend or remove the time

mean of each winter season before applying the spectral

analysis.

We will focus on the heat flux anomalies averaged,

with a cosine of latitude weighting, between 458 and

758N. We use this latitude range because this is where

strong positive anomalies of upward wave activity flux

occur before events of a weak stratospheric polar vortex

(e.g., Fig. 3 of Limpasuvan et al. 2004) and because it has

been used in many previous studies (e.g., Polvani and

Waugh 2004). Some of our results will examine the

meridional eddy heat flux at 100 hPa, as a proxy for

upward wave activity flux from the troposphere to the

stratosphere (Polvani and Waugh 2004), while others

show the heat flux anomalies at all levels.Wewill use the

normalized polar cap geopotential height anomaly,

north of 658N, as a proxy for the northern annular mode

(NAM; Baldwin and Thompson 2009), noting that this

quantity has the opposite sign as the typically defined

NAM. Sudden stratospheric warmings are identified

using the criteria of Charlton and Polvani (2007), in-

cluding the categorization into displacement and split

events. Central dates are identified by the day on which

the zonal mean wind at 608Nand 10hPa falls below zero.

The categorization into split and displacement events is

done according to the first column in Table 1 in

Hitchcock et al. (2013), which is based on the NASA

Global Modeling and Assimilation Office MERRA re-

analysis. The agreement between reanalysis products in

the Northern Hemisphere for the satellite era (after

1979) is such that it is acceptable to use a classification

applied to a different reanalysis product [e.g., compare

the two columns of Table 1 in Hitchcock et al. (2013)].

We additionally include the split event of 6 January 2013

(e.g., Tripathi et al. 2015), which occurred after the study

period of Hitchcock et al. (2013). Note that the results

do not differ in a qualitative sense if the event catego-

rization from Table 1 of Cohen and Jones (2011) is used,

which is based on the NCEP–NCAR reanalysis.

Part of our interest in the results described in this

study is due to their implications for potential im-

provements in climate prediction on seasonal and longer

time scales. For this reason, we verify the ability of so-

called high-top and low-top climate models with differ-

ent vertical resolutions in the stratosphere to capture

this variability (Gerber et al. 2010). In particular, we

show results based on simulations with the Canadian

Middle Atmosphere Model (CMAM; Scinocca et al.

2008). These experiments were examined by Shaw et al.

(2009) in order to understand the importance of mo-

mentum conservation in gravity wave drag parameteri-

zations. Briefly, they consist of 40-yr high-top (model lid

at 0.001hPa with 71 vertical levels) and low-top (model

lid at 10 hPa with 41 vertical levels) simulations.2

CMAM is an atmosphere-only model, and in these runs

interactive chemistry is turned off. Results from amodel

lid height comparison experiment with the Centre Na-

tional de Recherches Meteorologiques climate model,

CNRM-CM5 (Voldoire et al. 2013), will also be shown

in the appendix.

b. Linear interference decomposition

Using the expansion of the meridional wind and

temperature zonal eddies into their climatological and

anomaly components, y*5 yc* 1 y*0 and T*5Tc* 1T*0,
the anomalous meridional heat flux can be written as

(e.g., Smith and Kushner 2012)

2 These correspond to the HIGH_C and LOW_C experiments of

Shaw et al. (2009).
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fy*T*g0 5 fy*0T
c
* g1 fy

c
*T*0g1 fy*0T*0g0

5LIN1NONLIN (1)

where

LIN5 fy*0T
c
* g1 fy

c
*T*0g and (2)

NONLIN5 fy*0T*0g2 fy*0T*0gc 5 fy*0T*0g0 . (3)

Briefly, the LIN term, which has a linear dependence on

the wave anomaly, represents the contribution to heat

flux from wave anomalies reinforcing or attenuating the

background climatological wave. It is primarily con-

trolled by the relative phase of the anomaly and the

climatology. The NONLIN term has a quadratic de-

pendence on the wave anomaly and is largely de-

termined by the anomaly amplitude and its vertical tilt.

The variance of fy*T*g0 can be separated into contri-

butions from LIN and NONLIN, and the covariance

between them, using the general statistical relationship

var(A1B)5 var(A)1 var(B)1 2cov(A, B). That is,

var(fy*T*g0)5 var(LIN)1 var(NONLIN)

1 2 cov(LIN,NONLIN). (4)

c. Standing and traveling wave decomposition

To understand the structure of the wave anomalies

that are driving the LIN term we will use a spectral de-

composition introduced by WK15. Using a 2D discrete

Fourier transform, one can represent any real longitude-

and time-dependent signal q(l, t), defined at N equally

spaced points in longitude and T days, as

q(l, t)5
2

NT
�
N2

k51
�
T2

j52T2

Q
k,j
cos(kl1v

j
t1f

k,j
) , (5)

where k is the zonal wavenumber, j is an index that cor-

responds to the frequency vj 5 2pj/T, N2 5 (N2 1)/2,

and T2 5 (T2 1)/2. For simplicity, it has been assumed

that q(l, t) has zero zonal mean, and that N and T are

odd. Note that Qk,j $ 0 and 2p,fk,j #p are the am-

plitude and phase of the Fourier coefficient correspond-

ing to the wavenumber and frequency pair (k, vj). We

define the following decomposition of the Fourier

amplitudes:

QSt
k,j 5min(Q

k,j
,Q

k,2j
) , (6a)

QTr
k,j 5Q

k,j
2QSt

k,j . (6b)

The superscripts St and Tr represent standing and travel-

ing, respectively. This decomposition forces the standing

portion of the wavenumber–frequency spectrum to be

symmetric with respect to frequency, as desired since a

pure standing wave is the sum of two oppositely prop-

agating waves of equal phase speed and amplitude.

Furthermore, Eq. (6b) ensures that the standing and

traveling signals will add to the total signal. As a

straightforward consequence of Eq. (6b), note that

(Q
k,j
)2 5 (QSt

k,j)
2 1 (QTr

k,j)
2 1 2QSt

k,jQ
Tr
k,j . (7)

That is, the total power spectrum of the signal q(l, t) is

split into three terms, representing the variance of the

standing waves, the variance of the traveling waves, and

the covariance between them. Previous authors

(Hayashi 1971, 1977, 1979; Pratt 1976) did not explicitly

account for this covariance term. Further details re-

garding this decomposition and the results of applying it

to planetary scale waves in the Northern Hemisphere

can be found in WK15.

Given the decomposition in Eq. (6) of the Fourier

coefficients into standing and traveling parts, it is

straightforward to use Eq. (5) to reconstruct the real-

space standing and traveling parts of the signal, which

we write as qSt(l, t) and qTr(l, t). Applying the de-

composition to the meridional wind and temperature

anomalies one can separate the LIN term into contri-

butions from standing and traveling wave anomalies:

LIN5LIN
St
1LIN

Tr
, (8)

where

LIN
St
5 fy

St
*0T

c
* g1 fy

c
*T*0St g and (9a)

LIN
Tr
5 fy

Tr
*0T

c
* g1 fy

c
*T*0Trg . (9b)

3. Results

a. Northern Hemisphere wintertime heat flux
variance

Figure 2 shows the wintertime interannual variance of

fy*T*g0 at 100 hPa and averaged between 458 and 758N,

as well the variance decomposition of the heat flux

anomaly into the LIN and NONLIN terms [see Eq. (4)],

and the decomposition of the LIN term into its standing

and traveling parts. The top panel shows theNovember–

March (NDJFM)mean of the daily interannual variance

of the heat flux and its components. The LIN term ex-

plains about 65% of the variance of the total heat flux

anomaly and the NONLIN term about 50%, and there

is a negative contribution of 15% from the covariance of

the LIN and NONLIN terms. This demonstrates that on

daily time scales the LIN term is the most important

contributor to the variability of heat flux anomalies, but

9944 JOURNAL OF CL IMATE VOLUME 28



that the NONLIN term also makes a substantial con-

tribution. On the other hand, if, as in Smith and Kushner

(2012), we first compute monthly averages of the heat

fluxes before computing the interannual variance (bot-

tom panel of Fig. 2), then the LIN term explains about

82% of the variance and the NONLIN term 49%, and

there is a larger negative contribution of231% from the

covariance. Thus, for monthly heat flux anomalies, the

LIN terms make a substantially larger contribution to

the variance and this is compensated by a larger negative

covariance. This suggests that the LIN term is more

important on longer time scales. Section 3c will examine

in more detail the dependence of the LIN and NONLIN

terms on length of integration.

Figure 2 also shows the variance decomposition of the

LIN term into its standing and traveling parts. This

shows that standing wave anomalies are the primary

drivers of variability of the LIN term. The bottom panel

of Fig. 2 shows this is particularly true on the longer

(i.e., monthly) time scales where the LIN term domi-

nates. This is expected because the standing waves have

their peak spectral power at lower frequencies than the

traveling waves (see Fig. 4 ofWK15).We also expect the

standing waves to efficiently contribute to the LIN term

because their antinodes align well with the extremes of

the climatological wave at 100 hPa. This is shown for

wave 1, the dominant wavenumber for the LIN term, in

Fig. 3a (see also Fig. 6 of WK15). Overall, the standing

wave-1 anomalies tend to be more barotropic than the

climatology, with their extremes shifted to the west in

the troposphere, and shifted to the east in the strato-

sphere. However, near 100 hPa, there is very close

alignment between the standing waves and the clima-

tology and they are able to efficiently drive the LIN

term. To illustrate the impact of the standing waves

more explicitly, Figs. 3b and 3c show the sum of the

NDJFM-averaged wave-1 Zc* at 608N and a wave-1

mode, which represents a typical standing wave in

phase (Fig. 3b) and out of phase (Fig. 3c) with the cli-

matology. This standing wave mode is constructed as

follows: the phase is one of the longitudes of the ex-

tremes of the time variance, which are given as the

dashed lines in Fig. 3a. For the in-phase (out of phase)

standing wave the dashed line closer to the maximum

(minimum) of the climatological wave is selected. The

amplitude of the standing wave at each level is given by

the zonal maximum of the standard deviation over all

NDJFM days of ZSt
*0 at that particular level. Figures 3b

and 3c demonstrate that the standing waves primarily

drive changes in the amplitude of the climatological

wave, and additionally modify the baroclinicity of the

climatological wave in the lower stratosphere and

troposphere.

The greater dominance of LIN and LINSt on monthly

time scales seen in Fig. 2 suggests that they should have

longer autocorrelation time scales than the total heat

flux anomaly. Smith and Kushner (2012) showed that

indeed the LIN term has a longer autocorrelation time

scale than the total heat flux anomaly. The next section

will explore the drivers of the persistence of the

LIN term.

b. Persistence of LIN heat flux anomalies

We show the autocorrelation of various components

of the heat flux anomaly at 100hPa and 458–758N in

Fig. 4. As was shown by Smith and Kushner (2012), the

LIN heat flux is more persistent than the total heat flux

anomaly, which is in turn more persistent than the

NONLIN heat flux. Figure 4 additionally shows that the

autocorrelation of the LINSt term is longer than the LIN

FIG. 2. The NDJFM-mean interannual variance of fy*T*g0 and
its various components. The heat fluxes are all at 100 hPa and av-

eraged between 458 and 758N. (top) Interannual variance of daily

heat fluxes is computed, then averaged over NDJFM. (bottom)

Interannual variance of monthly heat fluxes is computed, then

averaged over NDJFM.

Fig(s). 2 live 4/C

15 DECEMBER 2015 WATT -MEYER AND KUSHNER 9945



term. The LINTr term has an autocorrelation similar to

the fy*T*g0 term (i.e., is less persistent than the LIN

term). These results support what was found in Fig. 2:

the LIN and LINSt terms explain a larger portion of the

variance of the total upward wave activity flux on

monthly time scales because they are more persistent

than NONLIN and LINTr, respectively.

Smith and Kushner (2012) attributed the persistence

of the LIN term to the long persistence of the phase of

wave-1 Z*0 (see their Fig. 6b). However, the standing

and traveling wave decomposition used in this study

provides a different view. It demonstrates that the slow

decay of autocorrelation for the phase of wave 1 at 608N
and 100hPa is actually primarily driven by the presence

of a strong westward traveling wave in this region. This

somewhat counterintuitive result will be explained be-

low. First, the autocorrelations of the phase of the total,

standing, and traveling parts of the wave-1 Z*0 are

shown in Fig. 5. To compute the autocorrelation of

phase, we first ‘‘unwrap’’ each winter’s time series of the

phase so that there are no discontinuities greater than

p.3 We then compute the autocorrelation of this un-

wrapped time series. Years that have a coherent wave

consistently traveling in one direction will have an un-

wrapped phase time series that is steadily decreasing

(for a westward traveling wave) or increasing (for an

eastward traveling wave). Since the autocorrelation of a

time series with a pure linear trend is identically equal to 1

for any lag, this is what leads to themanywinterswhere the

autocorrelation of phase of the traveling wave 1 (Fig. 5c)

has values near 1.0 for lags of up to 40 days. Similarly, it

is what contributes to the apparent long persistence of

the phase of the total wave 1 (Fig. 5a). However, since

the persistence of the phase is due to coherent traveling

waves, this means it will not necessarily enhance per-

sistence in heat flux related to the LIN term. As an ex-

treme case, consider a steady westward traveling wave-1

anomaly with a period of 25 days and constant ampli-

tude. This would give a phase autocorrelation of 1.0 for

any lag, but the LIN term would vary sinusoidally with

the 25-day period (assuming the climatology has con-

stant amplitude and phase). Thus, we cannot simply

FIG. 3. (a) The longitudes of the extremes of the NDJFM-averaged wave-1 Zc* at 608N
(solid) and the longitudes of the zonal maxima of the time variance over all NDJFM days of

wave-1 ZSt*
0 at 608N (dashed). (b) The sum of the NDJFM-averaged wave-1 Zc* and a wave-1

mode representing a standing wave in phase with the climatology. (c) As in (b), but for an out-

of-phase standing wave. See text for details. The contours for (b) and (c) are 620m, 680 m,

and 6320m.

FIG. 4. The NDJFM autocorrelation of various parts of heat flux

anomaly at 100 hPa and averaged between 458 and 758N. The au-

tocorrelation is computed separately for each winter season, and

then averaged over all years.

3 This is done as follows: proceeding through the time series by

day, we first check if the difference between the next day and the

current day is greater thanp or less than2p. If the former, then we

subtract 2p from all the days after the current day. If the latter, we

add 2p to all the days after the current day. If neither, we do

nothing and proceed to the next day.

Fig(s). 3,4 live 4/C
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attribute the longer persistence of the LIN term in Fig. 4

to the long phase persistence seen in Fig. 5a.

Nevertheless, despite the discussion above, Fig. 5b

shows that the standing wave anomaly still has a rela-

tively long phase persistence, with an autocorrelation

value of about 0.3 after a lag of 20 days. This is sub-

stantially longer than the autocorrelation of the ampli-

tude of wave-1 anomalies (cf. Fig. 6b of Smith and

Kushner 2012). The standing wave phase autocorrela-

tion is representative of how long standing anomalies

tend to be fixed in place, and it shows that the

low-frequency standing waves are driving the persis-

tence of the LIN heat flux.

c. Sensitivity of vertical wave activity flux to pulse
duration

Figure 6 shows the average heat flux anomaly and the

LIN andNONLIN terms during periods of extreme heat

flux anomaly, as a function of integration length. For a

given integration length N, we find the periods of most

extreme fy*T*g0 averaged overN days for eachNDJFM

season. We then compute the average over all winter

FIG. 5. NDJFM autocorrelation of the phase of wave-1Z*0 at 608N and 100 hPa: (a) the total

Z*0, (b) the standing part of Z*0, and (c) the traveling part of Z*0. Thin gray lines are the

individual autocorrelations computed over each winter season, and the thick black line is the

average of the autocorrelations over all winter seasons.

FIG. 6. The average heat flux anomaly over the most extreme N-day running mean of each

winter. For each winter season we compute an N-day running mean of fy*T*g0 and then find

the days of the most extreme (top) positive and (bottom) negative anomalies. The values of

fy*T*g0, LIN, NONLIN, LINSt, and LINTr are then composited over each winter’s extreme

event. Results are shown for (left) the actual mean heat flux during the period and (right) the

heat flux normalized by the total heat flux anomaly.

Fig(s). 6 live 4/C
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seasons of fy*T*g0, LIN, NONLIN, LINSt, and LINTr

during these periods. This shows the contribution of

different terms during periods of extreme heat flux

anomaly of differing lengths. The left column in Fig. 6

shows the actual heat fluxes during the events, while the

right column shows various components of the heat flux

normalized by the total heat flux anomaly. For the daily

(N5 1) composites, the average positive heat flux

anomaly is about 30Kms21 while the average negative

heat flux anomaly is about 223Kms21. This difference

is due to the positive skewness of the heat flux distri-

bution (not shown). As the averaging period becomes

longer, the mean heat flux during the average period

decreases in an absolute sense for both the positive and

negative heat flux events. The daily (i.e.,N5 1) heat flux

events have equal contributions from the LIN and

NONLIN terms for the positive events, while there is a

greater contribution from the LIN term for the negative

events. As the integration length increases to 20 days, a

larger portion of the heat flux comes from the LIN term.

This occurs for both the positive and negative heat flux

events, but the change is greater for the negative events:

for an integration length of 17 days, 85% of the heat flux

anomaly is contributed by the LIN term. The positive

heat flux events generally have at most 65% of their

value contributed by the LIN term. Between 20 and

40 days, the relative portions explained by the LIN and

NONLIN terms stay roughly constant, with a slight de-

crease in the LIN term for the negative events. The

changes in the LIN heat flux as the integration length

changes are primarily driven by the standing portion of

the LIN term. The traveling wave part remains constant

at around 20%–25% over all integration lengths.

These changes in the relative importance of the

components of the heat flux as a function of pulse du-

ration confirmwhat was seen in Fig. 2. There we saw that

the LIN and LINSt terms explain a larger portion of the

variance of the total heat flux on monthly time scales

than on daily time scales. Figure 6 confirms that for

extreme events the same holds true: on longer (.15 day)

time scales, the LIN and LINSt terms are a larger portion

of heat flux pulses, at the expense of the NONLIN term.

The decomposition of extreme heat flux pulses into LIN

and NONLIN terms for N5 40 was previously exam-

ined in Smith and Kushner (2012), who showed that, in

agreement with our results, negative heat flux anomalies

are more driven by the LIN term than positive heat flux

anomalies (see their Fig. 3).

d. Polar vortex strength connection to upward wave
activity flux

We now show the connection between different

components of the heat flux anomaly and polar vortex

strength, as diagnosed by theNAMat 10hPa. Given that

LINSt is the most persistent part of the heat flux anom-

aly, we expect it to be most well correlated with changes

in the stratospheric NAM. This follows from the fact

that polar vortex strength changes are driven by rela-

tively long-lasting pulses of upward wave activity

(Polvani and Waugh 2004; Sjoberg and Birner 2014).

Figure 7 shows the lag correlations of various quantities

with the NAM at 10 hPa, as a function of pressure. Fo-

cusing first on the correlation of the NAM with itself

(Fig. 7a) we see the well-known slow downward prop-

agation of NAM anomalies through the stratosphere,

with persistent connections to the surface. Figure 7b

shows that a weakened (strengthened) stratospheric

polar vortex is typically preceded by anomalously high

(low) upward wave activity flux in the stratosphere for a

period of about 40 days. There is a weaker opposite

signed response in the upward wave activity flux for

positive lags. The total heat flux correlations for nega-

tive lags are primarily confined to the stratosphere

(above 200 hPa).

Comparing Figs. 7c and 7d shows that the correlations

of the LIN and NONLIN terms with the stratospheric

NAM have very different structures. In general the LIN

correlations are similar to the total heat flux anomaly

correlations, suggesting that the connection between

upward wave activity flux and polar vortex strength is

primarily driven by waves amplifying or attenuating the

background climatology. Furthermore, the LIN term

also has significant positive correlations in the tropo-

sphere for lags of up to 230 days, while the NONLIN

term only has positive correlations above about 200 hPa.

This shows that the LIN term is responsible for driving

the connection between upward wave activity flux gen-

erated in the troposphere and polar vortex strength.

Finally, the correlations of the LIN term are dominated

by the standing wave contribution. This is seen in

Figs. 7e and 7f: the LINSt correlation pattern is very

similar to the total LIN pattern, while the LINTr corre-

lations are more short-lived and weaker.

Figure 7b showed that correlations between tropo-

spheric heat flux and stratospheric polar vortex strength

are very weak to nonexistent. However, we know from

Charney and Drazin (1961) that only waves with the

largest horizontal scales are able to propagate from the

troposphere to stratosphere during typical winter con-

ditions. For this reason, we additionally show the cor-

relations for the wave-1 component of fy*T*g0 and LIN

in Figs. 7g and 7h. A stronger (.0.2) correlation is now

seen between tropospheric heat flux and the 10-hPa

NAM, especially for lags of 215 to 240 days. There is

also a weak positive correlation in the troposphere at a

lag of more than a month, before the peak stratospheric
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signal. The correlations of the wave-1 component of LIN

are very similar to the total wave-1 heat flux anomaly.

The NONLIN correlations are weak throughout for

wave 1 and the wave-1 LIN correlations are primarily

due to the standing wave part (not shown).

We estimate the statistical significance of the pre-

ceding lag correlations using a method described in Lau

and Chan (1983). This technique calculates a confidence

interval by assuming each time series is a first-order

Markov processes and computing their autocorrelation

time scales. Thus, the statistical significance of the cor-

relations will vary depending on the predictor variable,

and also be a function of height and lag (since for greater

lags there are fewer data points with which to compute

the correlations). See Lau and Chan (1983) for details of

the computation. Broadly speaking, the lag correlations

of the NAM with itself (Fig. 7a) are significant at the

95% level at values of 0.10 to 0.13 in the troposphere and

upper stratosphere, and at 0.12 to 0.16 in the lower

stratosphere where the NAM is most persistent. The lag

correlations between the heat fluxes and the NAM

(Figs. 7b–h) are significant at 95% for lower values of the

correlation because the heat flux is less persistent than

the NAM. The total heat flux anomaly correlations

(Fig. 7b) are significant for values of about 0.05 to 0.07 in

the troposphere, and 0.07 to 0.10 in the stratosphere.

The other correlations are significant at approximately

the same values for the NONLIN term, and at slightly

higher values for LIN andwave-1 components since they

are more persistent.

e. Vortex strength connection to wave activity flux
in models

Figures 8 and 9 show the same diagnostics as Fig. 7 for,

respectively, the high-top and low-top versions of the

CMAM model. It is apparent that the simulations with

the high-top version of the model (Fig. 8) broadly cap-

ture the same lag-correlation structure seen in the ERA-

Interim reanalysis. The primary difference is that the

heat flux correlations are slightly higher in the CMAM

simulations for lags of 220 to 0 days. This is especially

for the LINTr, which causes the correlations for LINSt

and LINTr to bemore similar for CMAMas compared to

ERA-Interim. This is in accordance with the fact that

LINTr explains a slightly larger portion of the variance of

LIN in the high-top CMAM compared to ERA-Interim,

and that the LINSt and LINTr terms have more similar

persistence time scales in the model simulations (not

FIG. 7. Lag correlation as a function of height of various quantities with theNAMat 10 hPa in

the ERA-Interim reanalysis. Computed from all NDJFM 1979–2013 days. (a) Lag correlation

of NAM at various heights with the NAM at 10 hPa, contour intervals are 0.1, with the zero

contour omitted. All other panels are the lag-correlation of different components of heat flux

anomaly at various heights with the NAM at 10 hPa: (b) total heat flux anomaly, (c) LIN,

(d) NONLIN, (e) LINSt, (f) LINTr, (g) wave-1 heat flux anomaly, and (h) wave-1 LIN.

Fig(s). 7 live 4/C
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shown). On the other hand, the lag correlations in the

low-top version of the CMAM model (Fig. 9) are

markedly different from those seen in the reanalysis. In

general the heat flux correlations for negative lags are

too large and begin at earlier lags than in ERA-Interim.

This is particularly true for the LIN and LINSt terms,

and less so for the LINTr term. Furthermore, there is no

significant correlation between NONLIN and the

FIG. 8. As in Fig. 7, but for the high-top version of the CMAMmodel. Computed from 40 years

of NDJFM days.

FIG. 9. As in Fig. 8, but for the low-top version.

Fig(s). 8,9 live 4/C
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stratospheric NAM for negative lags. And finally, there

is a lack of negative correlations between the heat flux

and NAM for positive lags, except for the NONLIN

term. This comparison of high-top and low-top simula-

tions demonstrates the importance of simulating the

stratosphere for properly representing the influence of

upward wave activity flux on the polar vortex strength. It

also shows that the connections found in the ERA-

Interim reanalysis can be reasonably well represented

by a model with a well-resolved stratosphere.

f. Linear interference and SSWs

The extremes of stratospheric variability are particu-

larly important to be able to predict because they tend to

be followed by persistent anomalies in the troposphere

(e.g., Sigmond et al. 2013). In this section we show the

heat flux precursors to sudden stratospheric warmings

(SSWs) in the reanalysis for 1979–2013. This was shown

for the LIN and NONLIN terms in Smith and Kushner

(2012), and here we extend the analysis to the LINSt and

LINTr components.4Wemake separate composites over

displacement and split SSWs as discussed in section 2a.

Figure 10 shows the composite of the NAM and various

components of the heat flux at all levels, from 30 days

preceding to 30 days following displacement and split

SSWs. The NAMpanels show the strong deceleration of

the polar vortex, with NAM values exceeding 3 and 3.5

standard deviations for the displacement and split

composites, respectively. As expected, preceding the

SSW events are anomalously large values of upward

wave activity flux for lags of up to 25 days, throughout

the stratosphere and intermittently in the troposphere.

The displacement events show a persistent anomaly

exceeding one standard deviation for about 25 days

before the event, and a stronger positive anomaly of up

to two standard deviations in the lower stratosphere for

lags of 25 to 0 days. The split events on the other hand

have weaker precursors from lags of 225 to 210 days,

but are preceded by heat flux anomalies of above two

standard deviations throughout lower to middle strato-

sphere from 28 to 22 days lag.

The second row of Fig. 10 shows the LIN and

NONLIN signatures associated with the displacement

and split SSWs. The persistent heat flux anomaly pre-

ceding displacement events is largely made up of the

LIN term, with a short contribution from the NONLIN

term just before lag 0. The split events have a weaker

LIN signature for negative lags, in agreement with the

weaker total heat flux precursors at longer lags associ-

ated with the split events, but have a much larger con-

tribution from the NONLIN term for about 7 days

preceding the events. The third row of Fig. 10 shows the

composites of LINSt and LINTr during the SSW events.

This demonstrates that the positive LIN anomaly pre-

ceding displacement SSWs is primarily driven by standing

waves. Overall, Fig. 10 shows that displacement events

have longer lead-time heat flux precursors, which consist of

an amplification of the climatological wave by a standing

wave anomaly. On the other hand, split events have a

stronger but short-lived heat flux signature, which is a

FIG. 10. Composite of NAM and heat fluxes over (left) 14 displacement SSWs and (right)

9 split SSWs in the 1979–2013 ERA-Interim reanalysis. All of the heat fluxes are normalized by

the level-dependent standard deviation of fy*T*g0, computed over all NDJFM days. The

contour intervals for the NAM panels are 0.5, with the zero contour omitted.

4 Smith andKushner (2012) showed composites over SSWevents

in the 1958–2009 period in the NCEP–NCAR reanalysis.

Fig(s). 10 live 4/C
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result of the wave anomaly interacting with itself (i.e., the

NONLIN term). This suggests that displacement events

may be more predictable than split events, and that

tracking the standingwavefieldwould be important for the

prediction of displacement SSWs.

4. Conclusions and discussion

This study examined whether standing or traveling

waves primarily drive the linear interference effect. It

was shown that standings waves explain the largest

portion of the variance of the LIN term. This is because

the standingwaves are well alignedwith the climatology,

and hence can efficiently drive amplifications and at-

tenuations of the climatological wave. The standing

waves are also dominated by low frequencies, and have a

long-lived phase persistence. Because of this, the

standing part of the LIN term has a longer autocorre-

lation time scale than the other components of the up-

ward wave activity flux. Consequently, it also explains a

larger portion of the variance on monthly time scales

than on daily time scales. This also holds for extreme

heat flux anomalies: as the duration of wave activity

pulses increases, a larger portion is explained by the LIN

and LINSt terms.

The fact that standing waves drive the most persistent

part of the wave activity flux suggests that they should be

primarily responsible for the connection between wave

driving and stratospheric polar vortex strength. This is

confirmed in reanalysis data, and it is verified that an

atmospheric model with a well-resolved stratosphere is

able to simulate this connection well. Furthermore, the

correlations between the LIN term and the polar vortex

strength in the reanalysis data show clear tropospheric

precursors preceding polar vortex strength by about a

month. This connection is dominated by the wave-1

component of the LIN term. Finally, the upward wave

activity flux precursors of SSWs are computed. As ex-

pected, weakening of the polar vortex is preceded by

anomalously large upward wave activity flux. However,

the duration and form of this flux depends on the type of

SSW. Displacement events have longer-lived precursors

which are primarily driven by the LIN term being forced

by standing waves. On the other hand, split SSWs have

shorter wave activity flux precursors, and they are

dominated by the NONLIN term.

Some previous studies have considered the impact of

traveling waves interfering with a stationary or ‘‘quasi-

stationary’’ background wave (Madden 1975; Holton

and Mass 1976; Lindzen et al. 1982; Salby and Garcia

1987). They have used theory, mechanistic models, and

observational data to understand this effect, but are

actually studying a somewhat different phenomenon

than the focus of this work. Here, we decompose the

wave anomaly into standing and traveling components,

and quantify how each of these terms interferes with the

climatology and drives the LIN term. The studies cited

above take a different approach: they consider just the

separation of waves into a stationary (either a climato-

logical or a time-mean component) part and an anomaly

that is assumed to be traveling with some fixed phase

speed. However, as we have shown, typical wave

anomalies in the atmosphere consist of standing-type

variability and traveling-type variability. Hence, we

believe our analysis is more complete, and is applicable

to understanding the linear interference phenomenon as

discussed in the introduction. Nevertheless, it would be

interesting to apply the standing and traveling wave

decomposition to the total wave fields (climatology 1
anomaly) and directly investigate the role of each of

these wave types without invoking interference between

the climatology and anomalies.

A practical implication of the results shown in this

study is the potential for longer-range prediction of polar

vortex strength changes, and consequently the sub-

seasonal prediction of thewintertime troposphericNAM.

Clear tropospheric precursors in upward wave activity

flux have been found to lead NAM changes in the

stratosphere by amonth. These precursors are dominated

by standing waves driving the LIN term. This suggests

that dynamical prediction systems must accurately rep-

resent the climatological wave structure and the standing

wave anomalies to properly model this coupling. In ad-

dition, monitoring of the LIN term and the standing wave

structure may be helpful for predicting polar vortex

strength changes. To make such a scheme practical op-

erationally, additional technical work is needed to extract

standing and traveling signals using a digital filter in the

time domain rather than in the frequency domain.
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APPENDIX

CNRM-CM5 Model Results

Here we show the lag correlations of various heat flux

components and the stratospheric NAM as in section 3e,

but for simulations with the CNRM-CM5 model

(Voldoire et al. 2013).5 These unpublished runs were

5Note that the experiments analyzed were not run with the same

resolution as the simulations discussed in Voldoire et al. (2013).
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performed in order to investigate the dependence of

decadal predictability on stratospheric resolution. The

high-top version has 91 vertical levels up to 0.01 hPa, and

the low-top version has 62 vertical levels to 5 hPa. Both

have a horizontal resolution of T63. Ten realizations

were run for 10 years each, starting 1 January 1981, 1986,

1991, 1996, and 2001. Thus, 450 complete NDJFM win-

ter seasons that span the years 1981–2010 are available

for each version of the model. Figure A1 shows the lag

correlations between various components of the heat

flux anomaly and the NAM at 10hPa for the high-top

version of the model. Compared to the ERA-Interim

reanalysis, the correlations between the total heat flux

anomaly and the NAM are similar, but in general

slightly too strong and also begin at too large of a neg-

ative lag. This also holds for the LIN and LINSt corre-

lations. As well, there is no significant correlation

between the NONLIN term and the NAM for negative

correlations in the stratosphere, which is markedly dif-

ferent than the results for the reanalysis, and the high-

top version of CMAM. This suggests that despite the

good stratospheric resolution in the high-top version of

CNRM-CM5, it is still not properly representing some

aspect of the large-scale dynamics. Finally, the LIN

correlations are strongly dominated by the LINSt com-

ponent, whereas the LINTr correlations are much

weaker and shorter-lived. The low-top version of the

CNRM-CM5 model has very similar results, with just

slightly stronger correlations seen for negative lags for

the total heat flux anomaly and the LIN terms

(not shown).
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